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Apple chips integrate the CPU, 

GPU, neural engine, I/O, and 

so much more onto a single 

tiny chip

P O W E R E D  B Y  A P P L E  S I L I C O N

Up to 4x better build 

performance compared to 

on premises and up to 60% 

better price performance on 

Apple silicon compared to x86 

Mac instances

I M P R O V E D  P E R F O R M A N C E

Provision macOS 

environments within minutes 

and only pay for what you 

use; offload the heavy lifting 

that comes with managing 

infrastructure onto AWS

H A R N E S S  T H E  C L O U D

O N - D E M A N D  A P P L E  M A C O S  E N V I R O N M E N T S  F O R  T H E  F I R S T  T I M E  O N  A W S

Amazon EC2 Mac instances
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iOS Developer Experience at Block
O U R  M I S S I O N

Hands-on support for Square Point of Sale mobile

Continuous Integration (CI) infrastructure

Developer environment: Xcode, CLI tooling, automation

The Bazel build system

          iOS and Mac CI infrastructure at large

Cash App, Bitkey, internal Mac apps, 100+ Homebrew bottled eng CLI tools

         Bazel Remote Cache and Remote Execution

CI builds mobile and backend services with Bazel…
and developers’ laptop builds transparently use cached artifacts from the build
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iOS Developer Experience at Block

  Thanks to everyone who was a part of this journey   
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Act I: 2014-2016
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Act II: 2017-2020
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Act III: 2021-2024
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Square and Cash App, by the numbers

• 2 monolithic Git repos, 7M+ lines of Swift and Objective-C

• ~300 contributing iOS developers

• 450 CI machines, 200 remote test execution cluster

• Square-specific

▪ 28 hours machine time to run all test suites

▪ 300 Pull Request builds per day

▪ One build fans out to 4-50 machines depending on complexity of code change

▪ 27 GB (compressed) Git repo

▪ 140,000 targets in the build graph
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iOS builds-at-scale problems: CPU and thermals

Configured tests to use newer iOS 

version, CPU clock speeds throttling 

down from thermal pressure
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iOS builds-at-scale problems: Disk IOPS

Added Xcode 16 to CI machines, multiplied 

IO for all testing workloads

Removed Xcode 16
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iOS builds-at-scale problems: Caches . . . of everything

iOS Simulator boot performance tuning, May – Nov 2024

From 170 seconds down to 36 seconds

Blocking network requests for 

unused simulator features

//

Pre-warming simulator

devices and caches Blocking process executions for 

unused simulator features
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2021 crossroads: Where are 
we going?
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Pain points
P A R T - T I M E  I N F R A S T R U C T U R E  M A N A G E M E N T

Toil Risk
Integration 

antipatterns
Inflexibility
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Enter Amazon EC2 Mac
W H A T  C O U L D  T H I S  E N A B L E ?

• Bare-metal bootable snapshots

• Eliminate static machine inventory

▪ No more “cobwebs” from long-lived installations and hardware

▪ Spin up additional capacity and configurations ad hoc without “taking away” 
from our main production capacity

• Change our hardware configuration or adopt new models as needed

• Integration with other AWS services
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Amazon EC2 Mac – a closer look
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How Amazon EC2 Mac works

https://github.com/aws-samples/amazon-ec2-mac-getting-started
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CI architecture overview 
(what we built)



© 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.

Mac CI machines 

Admin

Operator

Developer
SSH via Session Manager Jenkins

Infrastructure VPC

Square Shared Production VPC

Production services

Production data center

On-premises services
Auto Scaling group

Private subnet (usw2-az1)

Shared CI VPC

Auto Scaling group

Private subnet (usw2-az2)

mac2.metal

mac2.metal
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Auto Scaling groups as a building block

• Xcode: Which versions, iOS simulator device combinations

• macOS: Sonoma, Sequoia, future betas

• Operator environment: development, staging, or production

• Architecture: Apple Silicon or (legacy) Intel

• Instance types: mac2, mac2-m2pro

• Experiments: OS/user config, testing Apple betas
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Auto Scaling groups as a building block

sonoma-stable = {

  # 2024-10-16 (macos14.6.1-apple-silicon)

  ami_id                = "ami-02bb786c100a56c5c"

  instance_type         = "mac2.metal"

  jenkins_url           = "https://ci-prod.block.xyz"

  worker_labels         = ["ec2-baremetal"]

  min_num_instances     = 375

  desired_num_instances = 450

  max_num_instances     = 450

  ebs_volume_size       = 750

}
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Auto Scaling groups as a building block

xcode-16-1 = {

  # 2024-11-04 (Xcode 16.1 + CoreSimulator beta – candidate new prod image)

  ami_id                = "ami-0e13b34ab2ca62738"

  instance_type         = "mac2-m2.metal"

  jenkins_url           = "https://ci-stage.block.xyz"

  worker_labels         = ["ec2-baremetal-staging", "mdx-10384"]

  min_num_instances     = 0

  desired_num_instances = 5

  max_num_instances     = 5

  ebs_volume_size       = 500

  instance_additional_tags = {

    "FeatureWarmupHostDisk" = "true"

    ”AnsibleBranch"         = "tsutton/mdx-10384/test-fix"

  }

}
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Building AMIs with Packer
A L W A Y S  B U I L D A B L E ,  A L W A Y S  D E P L O Y A B L E

Build Plan 

(YAML)

Git push AMI publish 

and sharing

HashiCorp Packer 

build template
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Worker lifecycle with ASG and Lifecycle Hooks
R O L L  O U T  I N S T A N C E  C H A N G E S  A N Y  T I M E  O F  D A Y
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Bazel remote build (and test) execution
B U I L D F A R M ,  A M A Z O N  E C S ,  A N D  A P P L E  S I L I C O N  V I R T U A L  M A C H I N E S

Private VPC

Private subnet

AWS account (CI machines)

Mac CI machines + 

Bazel client

(mac2)

Private VPC

Private subnet

AWS account (Bazel Remote)

Mac host + 

Tart virtual 

machine test 

executor

(mac2-m2)

gRPC

600 iOS simulator devices

Simulator boot times



© 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.

Bazel remote build (and test) execution
B U I L D F A R M ,  A W S  E C S  A N D  A P P L E  S I L I C O N  V I R T U A L  M A C H I N E S

Private VPC

Private subnet

PrivateLink NLB ALB 

(GRPC)

AWS account (CI machines)

VPC 

Endpoint

Private VPC

Private subnet

AWS account (Bazel Remote)

Scheduler

Cache

Storage

BuildFarm Remote Execution Service

ElastiCache 

(Redis)

Mac CI 

machines + 

Bazel client

(mac2)

Mac host + 

Tart virtual 

machine test 

executor

(mac2-m2)

gRPC
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Speed bumps along the way
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Understanding Amazon EBS
T I M E  G A P S  A N D  S T U C K  P R O C E S S E S

[2023-07-24T15:13:17.747Z] Running ["xcrun", "simctl", "delete", ”test"]
[2023-07-24T18:23:08.751Z] Sending interrupt signal to process

[2023-10-18T23:55:57.242Z] [58,387 / 58,518] 115 / 143 tests; Action Pods/Rec... 40s local ... (20 actions, 17 running)
[2023-10-18T23:56:00.523Z] [58,389 / 58,518] 115 / 143 tests; Action Pods/Rec... 42s local ... (20 actions, 18 running)
[2023-10-18T23:56:27.927Z] [58,389 / 58,518] 115 / 143 tests; Action Pods/Rec... 54s local ... (20 actions, 18 running)
[2023-10-18T23:57:14.820Z] Cannot contact ip-10-132-15-99.us-west-2.compute.internal: java.lang.InterruptedException
[2023-10-18T23:59:55.548Z] [58,389 / 58,518] 115 / 143 tests; Action Pods/Rec... 266s local ... (20 actions, 18 running)
[2023-10-18T23:59:55.548Z] [58,393 / 58,520] 115 / 143 tests; Action Pods/Rec... 267s local ... (20 actions, 16 running)
[2023-10-18T23:59:55.548Z] [58,404 / 58,520] 115 / 143 tests; Action Pods/Rec... 268s local ... (20 actions, 16 running)
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Understanding Amazon EBS
B L O C K S  A R E  L A Z Y - L O A D E D  A S  T H E Y  A R E  A C C E S S E D

• “When you create an EBS volume from an EBS snapshot, data from 
the EBS snapshot is lazy loaded into an EBS volume. If the volume is 
accessed where the data is not loaded, the application accessing the 
volume encounters a higher latency than normal while the data gets 
loaded. This higher latency due to lazy loading could lead to a poor 
user experience for latency-sensitive workloads.”

▪ https://aws.amazon.com/blogs/storage/addressing-i-o-latency-when-
restoring-amazon-ebs-volumes-from-ebs-snapshots/

• macOS always expects a low-latency NVMe device, and the boot 
volume commands a lot of I/O (especially at startup)

https://aws.amazon.com/blogs/storage/addressing-i-o-latency-when-restoring-amazon-ebs-volumes-from-ebs-snapshots/
https://aws.amazon.com/blogs/storage/addressing-i-o-latency-when-restoring-amazon-ebs-volumes-from-ebs-snapshots/
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Understanding Amazon EBS
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Understanding Amazon EBS
R E C O M M E N D A T I O N S

• Pre-initialize any EBS volumes backed by snapshots, e.g.,

▪ sudo fio --filename=/dev/rdisk4 --rw=read --bs=1M

• Test real workloads, not just benchmarks

• Avoid swapping if possible

• New, empty EBS volumes don’t pay this first block read penalty – so 
consider using those (or the internal SSD) for ephemeral build data

▪ “AWS does not manage or support the internal SSD on the Apple hardware”

– From https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/ec2-mac-instances.html

• Find your ideal cost-to-performance IOPS/Mbps settings for a gp3 / 
io2 volume from real workloads

https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/ec2-mac-instances.html


© 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.

Network interfaces cached in AMIs
P R E V E N T  E N A  I N T E R F A C E  C A C H I N G  I N  M A C O S

• Instances launched from our “layered” AMIs would fail to come up on the network

• Difficult for us to debug without an actual screen/keyboard attached

• Do forensics! Shut down the problematic instance, snapshot and attach its volume to another 
instance, and look at logs

• Looking at /var/log/amazon for ENI driver and ec2-macos-init logs can give insight

• The ENA interface ID is not deterministic (it’s external, hot-pluggable), so clear NIC caches 
before capturing a new AMI:

– sudo rm -f /Library/Preferences/SystemConfiguration/NetworkInterfaces.plist

• StopInstances on Mac is a physical poweroff, not an ACPI shutdown signal, so perform our 
own OS shutdown, then wait a short time, before finally stopping and snapshotting:

– sudo shutdown -h now
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Potentially limited host capacity

• Provisioned subnets in only 2 out of 4 Availability Zones in us-west-2

• mac2.metal capacity was scarce when we were needing to scale up

• Expanded subnets from 2 to 4 Availability Zones

• Our forecasting for scale-up timing wasn’t very clear

• Recommendation for larger deployments:

▪ Use all Availability Zones possible for a Region, multi-Region if possible

▪ Work with your reps if you are planning a big migration! They can arrange for 
capacity to be delivered to specific AZs for a given date (with lead time)

– Not all AZs have all Mac instance types; reps can give you this info to save you time
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Learnings and takeaways
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Retrospective
W H A T  W E  D I D  R I G H T

• Kept it as simple as possible by changing as little as possible

• Dev-to-staging-to-prod workflow

• Automated AMI creation

• Planned which workloads to migrate and when

• Monitoring for machines, metrics for build/test performance
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Know thyself
K N O W  Y O U R  E X P E R T I S E ,  K N O W  Y O U R  P R I O R I T I E S  

• We are looking to build on top of an infrastructure platform, not to 
outsource the build and test environments

• Higher-level Mac CI/test vendor solutions won’t allow us to optimize 
for what we need

• Knowing our mission:

▪ Deliver value with novel solutions to our org’s build and test needs

▪ Focus not on managing physical infrastructure, but on a deep understanding of it

▪ Continue building out Mac CI and Bazel remote execution infrastructure that’s 
tailored for the unique challenges of large iOS codebases
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Thank you!
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Please complete the session 
survey in the mobile app

Tim Sutton

github.com/timsutton

tvsutton@mastodon.social

https://macops.ca

Manish Rathaur

mrathaur@amazon.com
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